install.packages("dplyr")

library(dplyr)

library(ggplot2)

install.packages("caret")

library(caret)

install.packages("caretEnsemble")

library(caretEnsemble)

library(VIM)

install.packages("gridExtra")

library(gridExtra)

install.packages("glmnet")

library(glmnet)

#loading data

black\_friday <-read.csv("BlackFriday.csv")

#Previewing Data

head(black\_friday)

**Output-**

User\_ID Product\_ID Gender Age Occupation City\_Category Stay\_In\_Current\_City\_Years

1 1000001 P00069042 F 0-17 10 A 2

2 1000001 P00248942 F 0-17 10 A 2

3 1000001 P00087842 F 0-17 10 A 2

4 1000001 P00085442 F 0-17 10 A 2

5 1000002 P00285442 M 55+ 16 C 4+

6 1000003 P00193542 M 26-35 15 A 3

Marital\_Status Product\_Category\_1 Product\_Category\_2 Product\_Category\_3 Purchase

1 0 3 NA NA 8370

2 0 1 6 14 15200

3 0 12 NA NA 1422

4 0 12 14 NA 1057

5 0 8 NA NA 7969

6 0 1 2 NA 15227

#Understanding the structure of data

str(black\_friday)

**Output-**

'data.frame': 537577 obs. of 12 variables:

$ User\_ID : int 1000001 1000001 1000001 1000001 1000002 1000003 1000004 1000004 1000004 1000005 ...

$ Product\_ID : Factor w/ 3623 levels "P00000142","P00000242",..: 671 2375 851 827 2733 1830 1744 3319 3597 2630 ...

$ Gender : Factor w/ 2 levels "F","M": 1 1 1 1 2 2 2 2 2 2 ...

$ Age : Factor w/ 7 levels "0-17","18-25",..: 1 1 1 1 7 3 5 5 5 3 ...

$ Occupation : int 10 10 10 10 16 15 7 7 7 20 ...

$ City\_Category : Factor w/ 3 levels "A","B","C": 1 1 1 1 3 1 2 2 2 1 ...

$ Stay\_In\_Current\_City\_Years: Factor w/ 5 levels "0","1","2","3",..: 3 3 3 3 5 4 3 3 3 2 ...

$ Marital\_Status : int 0 0 0 0 0 0 1 1 1 1 ...

$ Product\_Category\_1 : int 3 1 12 12 8 1 1 1 1 8 ...

$ Product\_Category\_2 : int NA 6 NA 14 NA 2 8 15 16 NA ...

$ Product\_Category\_3 : int NA 14 NA NA NA NA 17 NA NA NA ...

$ Purchase : int 8370 15200 1422 1057 7969 15227 19215 15854 15686 7871 ...

#summarising data

summary(black\_friday)

**Output-**

User\_ID Product\_ID Gender Age Occupation City\_Category

Min. :1000001 P00265242: 1858 F:132197 0-17 : 14707 Min. : 0.000 A:144638

1st Qu.:1001495 P00110742: 1591 M:405380 18-25: 97634 1st Qu.: 2.000 B:226493

Median :1003031 P00025442: 1586 26-35:214690 Median : 7.000 C:166446

Mean :1002992 P00112142: 1539 36-45:107499 Mean : 8.083

3rd Qu.:1004417 P00057642: 1430 46-50: 44526 3rd Qu.:14.000

Max. :1006040 P00184942: 1424 51-55: 37618 Max. :20.000

(Other) :528149 55+ : 20903

Stay\_In\_Current\_City\_Years Marital\_Status Product\_Category\_1 Product\_Category\_2

0 : 72725 Min. :0.0000 Min. : 1.000 Min. : 2.00

1 :189192 1st Qu.:0.0000 1st Qu.: 1.000 1st Qu.: 5.00

2 : 99459 Median :0.0000 Median : 5.000 Median : 9.00

3 : 93312 Mean :0.4088 Mean : 5.296 Mean : 9.84

4+: 82889 3rd Qu.:1.0000 3rd Qu.: 8.000 3rd Qu.:15.00

Max. :1.0000 Max. :18.000 Max. :18.00

NA's :166986

Product\_Category\_3 Purchase

Min. : 3.0 Min. : 185

1st Qu.: 9.0 1st Qu.: 5866

Median :14.0 Median : 8062

Mean :12.7 Mean : 9334

3rd Qu.:16.0 3rd Qu.:12073

Max. :18.0 Max. :23961

NA's :373299

#Changing Numeric Variables to Categorical Variables

black\_friday$Marital\_Status <- factor(black\_friday$Marital\_Status)

black\_friday$Occupation <- factor(black\_friday$Occupation)

black\_friday$User\_ID <- factor(black\_friday$User\_ID)

black\_friday$Product\_Category\_2 <- factor(black\_friday$Product\_Category\_2)

black\_friday$Product\_Category\_3 <- factor(black\_friday$Product\_Category\_3)

#new summary of data

summary(black\_friday)

**Output-**

User\_ID Product\_ID Gender Age Occupation City\_Category

1001680: 1025 P00265242: 1858 F:132197 0-17 : 14707 4 : 70862 A:144638

1004277: 978 P00110742: 1591 M:405380 18-25: 97634 0 : 68120 B:226493

1001941: 898 P00025442: 1586 26-35:214690 7 : 57806 C:166446

1001181: 861 P00112142: 1539 36-45:107499 1 : 45971

1000889: 822 P00057642: 1430 46-50: 44526 17 : 39090

1003618: 766 P00184942: 1424 51-55: 37618 20 : 32910

(Other):532227 (Other) :528149 55+ : 20903 (Other):222818

Stay\_In\_Current\_City\_Years Marital\_Status Product\_Category\_1 Product\_Category\_2

0 : 72725 0:317817 Min. : 1.000 8 : 63058

1 :189192 1:219760 1st Qu.: 1.000 14 : 54158

2 : 99459 Median : 5.000 2 : 48481

3 : 93312 Mean : 5.296 16 : 42602

4+: 82889 3rd Qu.: 8.000 15 : 37317

Max. :18.000 (Other):124975

NA's :166986

Product\_Category\_3 Purchase

16 : 32148 Min. : 185

15 : 27611 1st Qu.: 5866

14 : 18121 Median : 8062

17 : 16449 Mean : 9334

5 : 16380 3rd Qu.:12073

(Other): 53569 Max. :23961

NA's :373299

#spread of Product categories

table(black\_friday$Product\_Category\_1)

**Output-**

1 2 3 4 5 6 7 8 9 10 11 12 13

138353 23499 19849 11567 148592 20164 3668 112132 404 5032 23960 3875 5440

14 15 16 17 18

1500 6203 9697 567 3075

table(black\_friday$Product\_Category\_2)

**Output-**

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

48481 2835 25225 25874 16251 615 63058 5591 2991 13945 5419 10369 54158 37317 42602

17 18

13130 2730

table(black\_friday$Product\_Category\_3)

**Output-**

3 4 5 6 8 9 10 11 12 13 14 15 16 17 18

600 1840 16380 4818 12384 11414 1698 1773 9094 5385 18121 27611 32148 16449 4563

#imputing 0 for missing values in Product\_Category\_2 & Product\_category\_3

black\_friday$Product\_Category\_2 <- as.numeric(black\_friday$Product\_Category\_2)

black\_friday[is.na(black\_friday$Product\_Category\_2), "Product\_Category\_2"] <- 0

black\_friday$Product\_Category\_3 <- as.numeric(black\_friday$Product\_Category\_3)

black\_friday[is.na(black\_friday$Product\_Category\_3), "Product\_Category\_3"] <- 0

#standard deviation of Purchase

sd(black\_friday$Purchase)

**Output-**

[1] 4981.022

#final summary of data

summary(black\_friday)

**Output-**

User\_ID Product\_ID Gender Age Occupation City\_Category

1001680: 1025 P00265242: 1858 F:132197 0-17 : 14707 4 : 70862 A:144638

1004277: 978 P00110742: 1591 M:405380 18-25: 97634 0 : 68120 B:226493

1001941: 898 P00025442: 1586 26-35:214690 7 : 57806 C:166446

1001181: 861 P00112142: 1539 36-45:107499 1 : 45971

1000889: 822 P00057642: 1430 46-50: 44526 17 : 39090

1003618: 766 P00184942: 1424 51-55: 37618 20 : 32910

(Other):532227 (Other) :528149 55+ : 20903 (Other):222818

Stay\_In\_Current\_City\_Years Marital\_Status Product\_Category\_1 Product\_Category\_2

0 : 72725 0:317817 Min. : 1.000 Min. : 0.000

1 :189192 1:219760 1st Qu.: 1.000 1st Qu.: 0.000

2 : 99459 Median : 5.000 Median : 4.000

3 : 93312 Mean : 5.296 Mean : 6.096

4+: 82889 3rd Qu.: 8.000 3rd Qu.:13.000

Max. :18.000 Max. :17.000

Product\_Category\_3 Purchase

Min. : 0.000 Min. : 185

1st Qu.: 0.000 1st Qu.: 5866

Median : 0.000 Median : 8062

Mean : 2.999 Mean : 9334

3rd Qu.: 5.000 3rd Qu.:12073

Max. :15.000 Max. :23961

#Histogram of Purchase Column

ggplot(black\_friday, aes(x = Purchase)) +

geom\_histogram(bins = 75) +

labs(title= "Histogram of Purchase")

#Histogram of Purchase column vs Gender

ggplot(black\_friday, aes(x = Purchase, fill = Gender)) +

geom\_histogram(bins = 75) +

facet\_grid(. ~ Gender) +

labs(title= " Histogram of Purchase by Gender")

#Histogram of Purchase vs Age

ggplot(black\_friday, aes(x = Purchase, fill = Age)) +

geom\_histogram(bins = 75) +

facet\_wrap(~ Age) +

labs(title= "Histogram Purchase by Age") +

theme(axis.text.x = element\_text(angle = 90, hjust = 1))

#Histogram of Purchase vs occupation

ggplot(black\_friday, aes(x = Purchase, fill = Occupation)) +

geom\_histogram(bins = 75) +

facet\_wrap(~ Occupation) +

labs(title= " Histogram of Purchase by Occupation") +

theme(axis.text.x = element\_text(angle = 90, hjust = 1))

#Histogram of Purchase vs Marital Status

ggplot(black\_friday, aes(x = Purchase, fill = Marital\_Status)) +

geom\_histogram(bins = 75) +

facet\_wrap(~ Marital\_Status) +

labs(title= " Histogram of Purchase by Marital Status") +

theme(axis.text.x = element\_text(angle = 90, hjust = 1))

#Histogram of Purchase vs stay in current city

ggplot(black\_friday, aes(x = Purchase, fill = Stay\_In\_Current\_City\_Years)) +

geom\_histogram(bins = 75) +

facet\_wrap(~ Stay\_In\_Current\_City\_Years) +

labs(title= " Histogram of Purchase by Stay In Current City Years") +

theme(axis.text.x = element\_text(angle = 90, hjust = 1))

# Histogram of purchase vs city

ggplot(black\_friday, aes(x = Purchase, fill = City\_Category)) +

geom\_histogram(bins = 75) +

facet\_wrap(~ City\_Category) +

labs(title= "Histogram of Purchase by City Category") +

theme(axis.text.x = element\_text(angle = 90, hjust = 1))

# removing Nearzerovariables

bfm <- black\_friday %>%

select(-User\_ID, -Product\_ID)

#New Summary of data

summary(bfm)

**Output-**

Gender Age Occupation City\_Category Stay\_In\_Current\_City\_Years

F:132197 0-17 : 14707 4 : 70862 A:144638 0 : 72725

M:405380 18-25: 97634 0 : 68120 B:226493 1 :189192

26-35:214690 7 : 57806 C:166446 2 : 99459

36-45:107499 1 : 45971 3 : 93312

46-50: 44526 17 : 39090 4+: 82889

51-55: 37618 20 : 32910

55+ : 20903 (Other):222818

Marital\_Status Product\_Category\_1 Product\_Category\_2 Product\_Category\_3 Purchase

0:317817 Min. : 1.000 Min. : 0.000 Min. : 0.000 Min. : 185

1:219760 1st Qu.: 1.000 1st Qu.: 0.000 1st Qu.: 0.000 1st Qu.: 5866

Median : 5.000 Median : 4.000 Median : 0.000 Median : 8062

Mean : 5.296 Mean : 6.096 Mean : 2.999 Mean : 9334

3rd Qu.: 8.000 3rd Qu.:13.000 3rd Qu.: 5.000 3rd Qu.:12073

Max. :18.000 Max. :17.000 Max. :15.000 Max. :23961

#Sampling data

set.seed(366284)

bf\_sample <- createDataPartition(y = bfm$Purchase,

p = 0.1, list=FALSE)

bf\_sample <- bfm[bf\_sample, ]

#Summary of data after sampling

summary(bf\_sample)

**Output-**

Gender Age Occupation City\_Category Stay\_In\_Current\_City\_Years

F:13231 0-17 : 1461 4 : 7206 A:14170 0 : 7371

M:40528 18-25: 9854 0 : 6830 B:22924 1 :18909

26-35:21456 7 : 5811 C:16665 2 : 9883

36-45:10743 1 : 4543 3 : 9283

46-50: 4587 17 : 3753 4+: 8313

51-55: 3676 20 : 3194

55+ : 1982 (Other):22422

Marital\_Status Product\_Category\_1 Product\_Category\_2 Product\_Category\_3 Purchase

0:31860 Min. : 1.000 Min. : 0.000 Min. : 0.000 Min. : 187

1:21899 1st Qu.: 1.000 1st Qu.: 0.000 1st Qu.: 0.000 1st Qu.: 5866

Median : 5.000 Median : 4.000 Median : 0.000 Median : 8062

Mean : 5.275 Mean : 6.083 Mean : 2.998 Mean : 9322

3rd Qu.: 8.000 3rd Qu.:13.000 3rd Qu.: 5.000 3rd Qu.:12073

Max. :18.000 Max. :17.000 Max. :15.000 Max. :23961

#Partitiong data

inTrain <- createDataPartition(y = bf\_sample$Purchase,

p = 0.7, list=FALSE)

train <- bf\_sample[inTrain, ]

test <- bf\_sample[-inTrain, ]

#Caretlists

control <- trainControl(method = "repeatedcv", number = 10, repeats = 3, savePredictions = TRUE, classProbs = TRUE)

algorithmList <- c('glm', 'glmnet', 'lm', 'treebag', 'gbm')

models <- caretList(Purchase ~ ., train, trControl = control, methodList = algorithmList)

#Testing Models Predictive Accuracy

results <- resamples(models)

summary(results)

**Output-**

Call:

summary.resamples(object = results)

Models: glm, glmnet, lm, treebag, gbm

Number of resamples: 30

MAE

Min. 1st Qu. Median Mean 3rd Qu. Max. NA's

glm 3485.460 3519.948 3549.570 3545.918 3564.789 3632.974 0

glmnet 3482.270 3518.128 3550.788 3545.017 3563.229 3630.118 0

lm 3485.460 3519.948 3549.570 3545.918 3564.789 3632.974 0

treebag 2325.749 2349.966 2362.541 2365.365 2380.083 2412.726 0

gbm 2251.340 2270.762 2285.390 2284.204 2295.808 2334.849 0

RMSE

Min. 1st Qu. Median Mean 3rd Qu. Max. NA's

glm 4538.443 4567.629 4619.134 4616.301 4636.954 4776.629 0

glmnet 4538.934 4569.171 4618.632 4616.074 4636.011 4775.831 0

lm 4538.443 4567.629 4619.134 4616.301 4636.954 4776.629 0

treebag 3014.020 3060.813 3071.443 3075.707 3091.464 3139.114 0

gbm 2937.196 2970.188 2988.407 2989.460 3001.792 3056.735 0

Rsquared

Min. 1st Qu. Median Mean 3rd Qu. Max. NA's

glm 0.1075230 0.1240033 0.1349418 0.1326547 0.1400529 0.1547559 0

glmnet 0.1074201 0.1243869 0.1351358 0.1327726 0.1407449 0.1551233 0

lm 0.1075230 0.1240033 0.1349418 0.1326547 0.1400529 0.1547559 0

treebag 0.5969730 0.6098720 0.6145313 0.6148684 0.6204068 0.6389329 0

gbm 0.6174413 0.6345896 0.6375504 0.6373552 0.6420593 0.6611509 0

#Building Ensembles

stack\_glmnet <- caretStack(models, method = "glmnet", trControl = trainControl(method = "repeatedcv", number = 10, repeats = 3, savePredictions = TRUE))

stack\_glmnet

**Output-**

A glmnet ensemble of 2 base models: glm, glmnet, lm, treebag, gbm

Ensemble results:

glmnet

112896 samples

5 predictor

No pre-processing

Resampling: Cross-Validated (10 fold, repeated 3 times)

Summary of sample sizes: 101605, 101607, 101606, 101608, 101607, 101607, ...

Resampling results across tuning parameters:

alpha lambda RMSE Rsquared MAE

0.10 7.91216 2983.289 0.6376127 2272.499

0.10 79.12160 2989.662 0.6361456 2287.714

0.10 791.21601 3024.374 0.6322548 2324.677

0.55 7.91216 2983.326 0.6376066 2272.668

0.55 79.12160 2987.479 0.6367646 2283.953

0.55 791.21601 3052.332 0.6336604 2340.524

1.00 7.91216 2983.396 0.6375926 2273.063

1.00 79.12160 2985.634 0.6372954 2278.291

1.00 791.21601 3087.687 0.6372954 2359.101

RMSE was used to select the optimal model using the smallest value.

The final values used for the model were alpha = 0.1 and lambda = 7.91216.

#testing model

predictions\_glmnet <- predict(stack\_glmnet, test)

error <- predictions\_glmnet - test$Purchase

#calculation rmse

sqrt(mean(error^2))

**Output-**

[1] 3046.695

#Linear Regresson emsemble

stack\_lm <- caretStack(models, method = "lm", trControl = trainControl(method = "repeatedcv", number = 10, repeats = 3, savePredictions = TRUE))

stack\_lm

**Output-**

A lm ensemble of 2 base models: glm, glmnet, lm, treebag, gbm

Ensemble results:

Linear Regression

112896 samples

5 predictor

No pre-processing

Resampling: Cross-Validated (10 fold, repeated 3 times)

Summary of sample sizes: 101607, 101607, 101606, 101605, 101606, 101607, ...

Resampling results:

RMSE Rsquared MAE

2982.541 0.6378372 2270.224

Tuning parameter 'intercept' was held constant at a value of TRUE

#testing model by prediction

predictions\_lm <- predict(stack\_lm, test)

error <- predictions\_lm - test$Purchase

sqrt(mean(error^2))

**Output-**

[1] 3045.509

#GBM Ensemble

stack\_gbm <- caretStack(models, method = "gbm", trControl = trainControl(method = "repeatedcv", number = 10, repeats = 3, savePredictions = TRUE))

stack\_gbm

**Output-**

A gbm ensemble of 2 base models: glm, glmnet, lm, treebag, gbm

Ensemble results:

Stochastic Gradient Boosting

112896 samples

5 predictor

No pre-processing

Resampling: Cross-Validated (10 fold, repeated 3 times)

Summary of sample sizes: 101605, 101607, 101608, 101607, 101605, 101606, ...

Resampling results across tuning parameters:

interaction.depth n.trees RMSE Rsquared MAE

1 50 3004.177 0.6365599 2313.764

1 100 2974.843 0.6397946 2262.229

1 150 2973.575 0.6400149 2259.403

2 50 2976.227 0.6396986 2266.802

2 100 2971.281 0.6405699 2257.859

2 150 2969.886 0.6408985 2255.887

3 50 2972.973 0.6402641 2261.679

3 100 2969.574 0.6409731 2256.350

3 150 2968.344 0.6412601 2254.258

Tuning parameter 'shrinkage' was held constant at a value of 0.1

Tuning

parameter 'n.minobsinnode' was held constant at a value of 10

RMSE was used to select the optimal model using the smallest value.

The final values used for the model were n.trees = 150, interaction.depth = 3, shrinkage =

0.1 and n.minobsinnode = 10.

#testing model by gbm

predictions\_gbm <- predict(stack\_gbm, test)

error <- predictions\_gbm - test$Purchase

sqrt(mean(error^2))

**Output-**

[1] 3029.206

#Importing testing data

testing <- read.csv("BlackFriday.csv")

#Converting Data

testing$Marital\_Status <- factor(testing$Marital\_Status)

testing$Occupation <- factor(testing$Occupation)

testing$User\_ID <- factor(testing$User\_ID)

#Imputing 0 for missing values in Product\_Category\_2,Product\_Category\_3

testing$Product\_Category\_2 <- as.numeric(testing$Product\_Category\_2)

testing[is.na(testing$Product\_Category\_2), "Product\_Category\_2"] <- 0

testing$Product\_Category\_3 <- as.numeric(testing$Product\_Category\_3)

testing[is.na(testing$Product\_Category\_3), "Product\_Category\_3"] <- 0

#Removing nonzero values

testing\_sub <- testing %>%

select(-User\_ID, -Product\_ID)

summary(testing\_sub)

**Output-**

Gender Age Occupation City\_Category Stay\_In\_Current\_City\_Years

F:132197 0-17 : 14707 4 : 70862 A:144638 0 : 72725

M:405380 18-25: 97634 0 : 68120 B:226493 1 :189192

26-35:214690 7 : 57806 C:166446 2 : 99459

36-45:107499 1 : 45971 3 : 93312

46-50: 44526 17 : 39090 4+: 82889

51-55: 37618 20 : 32910

55+ : 20903 (Other):222818

Marital\_Status Product\_Category\_1 Product\_Category\_2 Product\_Category\_3 Purchase

0:317817 Min. : 1.000 Min. : 0.000 Min. : 0.000 Min. : 185

1:219760 1st Qu.: 1.000 1st Qu.: 0.000 1st Qu.: 0.000 1st Qu.: 5866

Median : 5.000 Median : 5.000 Median : 0.000 Median : 8062

Mean : 5.296 Mean : 6.785 Mean : 3.872 Mean : 9334

3rd Qu.: 8.000 3rd Qu.:14.000 3rd Qu.: 8.000 3rd Qu.:12073

Max. :18.000 Max. :18.000 Max. :18.000 Max. :23961

#Final testing

testing\_predictions\_glmnet <- predict(stack\_glmnet, testing\_sub)

testing$Purchase <- testing\_predictions\_glmnet

submission\_glmnet <- testing[, c("User\_ID", "Product\_ID", "Purchase")]

dim(submission\_glmnet)

**Output-**

[1] 537577 3

head(submission\_glmnet)

**Output-**

User\_ID Product\_ID Purchase

1 1000001 P00069042 9871.534

2 1000001 P00248942 14974.791

3 1000001 P00087842 1267.045

4 1000001 P00085442 1077.683

5 1000002 P00285442 7871.378

6 1000003 P00193542 13070.109

write.csv(submission\_glmnet, "black\_friday\_predictions.csv",

row.names = FALSE)

**Output-**

**![](data:image/x-emf;base64,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)**